Fall 2015, LA Midterm Exam Sol. (1 hour In class Exam ) Sign
Course Linear Algebra GEDB Prof.
i Year Student No.
Major N N Name
st sHH
% Notice Total Score (100 pt)
1. Fillout the above boxes before you start this Exam. (3f# 0|2 S& 7[elstn ZSAF Zel) Offline Participation
2. Honor Code: (A% SH#:LIAl siE DS Mxo| 'F Hel=e 22 Aol o228 & Uzch) Exam 85 15
3. You can go out only after the permission from proctors.
(Z=21del x|AIZF 7| Moll= Al gtoz Lz 4= glon Zselgel E4A XAIZF Ao Hetx|E &
=92 MZEs 2ol EAISHAIZ] HiEfLCH)
4, You may use the following <Sage codes> in your answers.  (EZtTAMX|= k=0 EetE OK)
var(a, b, ¢, d) # Define variables A=random_matrix(QQ,7,7) # random matrix of size 7 over Q
eql1=3*a+3*b==12 # Define equation1 bool( A== B) # Are A and B same?
eq2=5*a+2*b==13 # Define equation2 P,LU=A.LU( # LU (P: Permutation M. / L, U
solve([eq1, eq2], a,b) # Solve eq's var(x, y) # Define variables
A=matrix(QQ, 3, 3, [3, 0, 0, 0, 0, 2, 0, 3, 4]); # Matrix f = 7T*A2 + 4*%*y + 4*ynr2-23 # Define a function
x=vector([3, 1, 2]) # Define vector x implicit_plot( f, (x, -10, 10), (y, -10, 10))  # implicit Plot
A.augment(x) # [ArX plot3d(y*2+1-xA3-x, (x, -pi, pi). (y. -pi, pi) # 3D Plot
A.echelon_form() # Find RREF
A.inverse() # Find inverse var('t) # Define variables
Adet() # Find determinant X=2+2% # Define a parametric eq.
A.adjoint() # Find adjoint matrix y=-3%-2
A.charpoly() # Find charct. ploy parametric_plot((xy), (t, -10, 10), rgbcolor="red’) # Plot
A.eigenvalues() # Find eigenvalues [G,mu]=A.gram_schmidt() # G-S
A.eigenvectors_right() # Find eigenvectors B=matrix([G.row(i)/G.row(i).norm() for i in range(0,4)]); B #
A.rank() # Find rank of A Ajordan_form() # Jordan Canonical Form of A
Acright_nullity() # Find nullity of A <Sample Sage Linear Algebra codes>

. (1pt x 20= 20pt) True(T) or False(F).

1. ( T ) For each y and each subspace W of R", the vector y — projy is orthogonal to W.

2 ( F ) A system of six linear equations with 3 unknowns cannot have more than 1 solution.

3. ( T ) A linear system of the form Ax=0 containing eight equations and ten unknowns has infinitely many solutions.
4. ( T ) Not every linear independent set in R" is an orthogonal set.

5 ( T ) Every linear system of the form Ax=0 has at least 1 solution.

6. (T ) A given matrix can be written uniquely as a sum of a symmetric matrix and a skew-symmetric matrix.
7. ( F ) Any subspace of R? is either a line through the origin or R2.

8( T ) {(3317127 z;) € Rz — 2z, = 0} is a subspace of R*®

9.( T ) For any nxn matrix 4 with n> 1, det(adjA)=det(4)" .

10. ( T ) Let A be an n Xn invertible matrix, then the inverse matrix of 4 is A~ '= ‘I}T‘adj A.

11. ( T ) For a set of natural numbers S= {1, 2, ..., n}, permutation is a one to one function from S to 5.

12. ( T ) The determinant of matrix 4 = [a;] in M, is defined as det(4)= ;9 s81(0) a1, (1) 26 (2) ** Qo (n)-

13. ( T ) For any two n Xn matrices A and B, det(4 B)=det(B) det(4)

14. ( T ) A matrix with all orthonormal columns is an orthogonal matrix.

15. (T ) If the columns of an m Xn matrix A are orthonormal, then the linear mapping x ~ Ax preserves length.
16. ( T ) For any invertible lower triangular matrix A, A~ ' is a lower triangular matrix.

17. ( F ) There is a linear transformation from R? to R® whose image is R>.

18. ( F ) For a transformation 77 : R" - R™, if T(u)= T(v) = u=yv, then it is called onto.

19. ( F ) For a linear transformation 7 : R"-> R™, Im 7T is a subspace of R".

20.( T )IfaLT T :R"> R™ is one-to-one and onto, then n=m and 7 is called an isomorphism.



Il. 2pt x 5 = 10pt) State or Define (Choose 5: Mark only 5 and Fill the boxes and/or state).

1. [proj,y] The (vector) projection of y onto x and is denoted by proj -

. F
Here, the vector w = SP =y — p is called the component of y orthogonal to x. Therefore, "
y can be written as y=p+w. For vectors x (#0), y in R? we have the following: N
. vy - X o >
proj,y = tx where t= ﬁ O p=oproigy § X 4

2. [cofactor expansion] Let A be an n Xn matrix. For any i, j (1< 4, j< n) the following holds.

|[Al=a, A7 +apdyp+-+a,4,, (cofactor expansion along the ith row)

|4l = ay Ayt ag Ay o ta, A (cofactor expansion along the jth column)

3. [eigenspace] Let A be an n<n matrix. For a nonzero vector x€R", if there exist a scalar A which satisfies Ax= Ax, then \ is
called an eigenvalue of A, and x is called an eigenvector of A corresponding to .

Define an eigenspace of 4 corresponding to A\ =

the solution space of the system of linear equations = {x € R"| (A —A4)x=0 }.

4. [kernel]l Let 7: R"> R™ be a linear transformation. Then

kerT - {VvER" | T(v)=0 € R™ }

X State the following concepts :
5. [Span of S]

the span of § is defined as the set of all linear combinations of elements of &S.

6. [Linearly independent, linearly dependent]

X, Xy, ..., X, are linearly independent @ c¢x, +cX, ++¢x, =0 = ¢ =c,==¢,=0

Otherwise, x,,x,, ...,x, are linearly dependent.

7. [Cramer’s Rule]
For a system of linear equations,

a1,y vy ++ay, T, = by
09,y F goy +- +ay,z, =D,

1Ty + Ap2T2 +et AppTy = bn7

x4 by
b

let A be a coefficient matrix, and x= :302 » b=, 2|. Then the system of linear equations can be written as Ax="b. If
T b

n n

|A] # 0, the system of linear equations has a unique solution as follows:

o [A,] o |4, o 14,
117|A|7127|A|7...7{Ln7‘A‘
where A; (j=1,2, -, n) denotes the matrix 4 with the jth column replaced by the vector b.



lll. 4pt x 7 = 28pts) Find or Explain (Fill the boxes) :

1. Find the distance D from the point P(3, —1,2) to the plane x4+ 3y—2z—6=0.

V- n
n-n

Sol P =proj,v=tn= n.

—_—

Here, n=(1,3, —2),v= OP,— OP,=x—x, = (3, —1,2)— (2,,y,.2,) where 2, + 3y, — 22z, —6 =0, so
B—zp, —1—y,2—2) (1,3, —2)

P = Projsv = 12+32+ (—2)? b
_ 711731/11: 22174(13772): 761/1 4(1’31 9)
:—%(1,3,—2) :(f%f%,%) :

D= projnv||\/(‘;)2+( 175)2+(170)2—5\/7ﬁ :

Copy the following code into http://sage.skku.edu to practice.

n=vector([1, 3, -2])
v=vector([3, -1, 2]);d=-6
vn=v.inner_product(n)
nn=n.norm()
Distance=abs(vn+d)/nn

print Distance

10 5 =+
5/Txsqrt(14) N V14 [ |

2. Suppose that three points (—1,7), (2,15), (1,3) pass through the parabola y= a,+ a,z+ayz® . By plugging in these points,

obtain three linear equations. Find coefficients a,, a;, a, by solving Ax=Db.

Sol
ag—a;ta, =7 1—11]|% 7 1-11 7
ay+2a; +4a, =15 (- (—1,7), (2,15), (1,3) pass through the parabola) |1 2 4||a;|= [15|, where A= |1 2 4|, b =|15]|.
agta,+ay, =3 11 1/|a, 3 111 3
1
, 1 —11: 100: —
1=118 7| p—p [1-11: 7] 58 [1-11: 7| garg, (1)11(1):_72 — R+ R~ R, 3
[A: bl=1{1 2 4: 15|————|1 2 4} 15|——|1 2 4:15 I | mrror |00 2]
111: 3 020 —4 010:—2 00 1:—| TR~ 14
3 001.?
1 14 o1 14 »
=> Gn=g, m= 2 4= Answer @ Yy = §*2x+ ?‘L |
3. Let 7) and 7, are defined as follows:
T (@129, 25) = (day,— 22 + 29— 27 — 32y),  To(2q,29,25) = (2, + 239,— 24,42, — 25).
(1) Find the standard matrix for each 7} and 75.
(2) Find the standard matrix for each 7h° 7) and 7)° T5.
Sol
1 4 0 0 0 0 4 00
(1 T{O): 72,Tl[1}: 1 ,TI(OJZO, ~nl=1-210
0 —1 0 -3 1 0 —1-30
1 1 0 2 0 0 12 0
TQ[OJ: 0 ,Tz[ 1J: 0|, TQ[OJ: -1 S n)=100-1
0 4 0 0 1 -1 40—1
12 0 4 00 020 4 00[[12 0 4 8 0
@ [ Bl=[5][5]=]00-1]|-2 1 0[= 130, [T B]=[F]B]=|-2 1 0| [00—-1|=|-2—-4-1| ®
40—1][—1-30 1730 —1-30/140—1 -1-2 3



http://sage.skku.edu

Sage) http://math3.skku.ac.kr/home/pub/29 (See the code and output in page 4)

x,y,z=var('x y z')
A(x,y,z)=(4#x,-2%x+y,~x~3*y)
a(x,y,2)=(x+2%y,~7,4%x~7)
T=linear_transformation(QQ"3, QQ"3,A)
t=linear_transformation(QQ"3, QQ"3,a)

C = T.matrix(side="right")

¢ = tmatrix(side='right’)

print "[T1]="

print C

print "[T2]="

print ¢

print "[T2*T1]="

print c*xC

print "[T1*T2]="

print Cx*c

[T1]= [T2]=

[4 0 0] [1 2 0]
[-2 1 0] [0 0 -1]
[-1 -3 0] [4 0 -1]

[T2+T1l= [T1+T2]=
[0 2 0] [4 8 0]
[1 3 0] [-2 -4 -11
[17 3 0] [-1 -2 3]

4. Let H, :R? - R? moves any xER? to a symmetric image to a line which passes through the origin and has angle 6= %

between the line and the z-axis. Find A, (x) for x= [725].

m The symmetric transformation H, which passes through the origin and has angle between the line and the z-axis is,

™ . ™
. CoS— sin—
_ _ |cos26 sin26 |_ 2 2 |_[01
AL 0= 4 L1,] = [Sin29*cos20}_ T [1 OJ'
sin— — cos—
2 2
- )= [10 —5/7 2| ™

5. As shown in the picture, let us define an orthogonal projection as a linear transformation (linear operator) P, : R2- R? which

maps any vector x in R? to the orthogonal projection on a line, which passes through the origin with angle 6 = % between the z

cos20  sin26

-axis and the line. Let us denote the standard matrix corresponding to P, when H,= | _. .
sin26 — cos26

m Pyx—x= %(ngf x) (the same direction with a half length) ! g

1 1 1 1 1
Px = SHX + 35X = SHX+ JIx= E(H(,Jr[)x

1 1 .

—(1+4co0s20) —sin20
1 2 2
PQ:E(HQJJ): (

1 . 1

551n20 E(l*LOSQQ)

11
) . ;
cosb sinfcosf 2 2
=> . = .
sinfcosf sin’9 |, = ( 1 - .

4 2 2


http://math3.skku.ac.kr/home/pub/29

6. Find a linear transformation 7 : R%? -» R? that does the following transformation of the letter F (here the smaller F is

transformed to the larger F.):

10+
0 —2} i

1 0
. [2 0] [COSQ fsina] _ 2 0]|0 —1 _ 0 —2 = 4-E
SICE 1o 1] |sind  cosé o:; 0 1|1 0 1 0l 2_:[

o8 8 4 291 2 4 & 8 10

Answer : 7 (4)= Ax where A = [

7. [Invertible Matrix Theorem] Let A be an n xXn matrix.
Which of the following statements iS not equivalent to “the matrix A is invertible.”?

(Choose one)

(1) Column vectors of A are linearly independent.

(2) Row vectors of A are linearly independent.

(3) Ax = 0 has a unique solution x=0.

(4) For any nx1 vector b, AXx = b has a unique solution.
(5) A and I, are row equivalent.

(6) A and I, are column equivalent.

(7) det(4) #0

(8) A=0 is an eigenvalue of A.

9 T,: R" >R" by T,(x) = Ax is one-to-one.

(10) T,: R"->R" by T,(x) = Ax is onto.

IV. (3+4+5=12pt) Python/ Sage Computations.

100—%5 0
21 1 *2? 1 9
1. (3pts) When we solve a LSE Ax = b whose augmented matrix is B= ?712 _11:?2 :? and RREF(3)= V10 117 © 0
. 3 .
5-1 2 —8: 3 001 =7 i 0
000 0 1

Explain why this system has no solution.

Ans The last equation in the system means w0 = 1 which is impossible

when x= (2,9, 2 w) is a solution. Therefore 4x = b has a solution set is @ (Empty set).H



0123 -1
2. (4pts) Consider AX=Yy where 4= ;gig} and y = (1] . Similarly we have found the augmented matrix [4 :y] and its
3456 2
1 0-—-1-—-2 2
o1 o2 3 -1
RREF by Sage RREF([4 : y]) = 00 0 0 0
00 O 0 0
(1) Find number of linear independent rows of A Ans: ( 2 )
(2) The solution set of AX=1Y.
2 1 2
ans {(s+2t+2,—25—3t—1,58)[stER } or s A L s R n
0 0 1
—18 —30 —30 —36 —1]
3. (5pts) Consider AX=1Yy where 4= fz 346 :1))2(3) 306 and y = (1] . You were asked to find
30 30 30 48 2 ]

(1) Augment matrix (A4 :y] (2) RREF(4) (3) DetA  (4) Inverse of A (4) characteristic polynomial of A4

(5) all eigenvalues of A (6) all eigenvectors of A. The following is your answer. Fill out the blanks to find each.

Sol)

1) Step 1: Browse http://math3.skku.ac.kr or http://math1.skku.ackr/ (or http://sage.skku.edu/ or https://cloud.sagemath.com etc)
2) Step 2: Type class/your ID: ( math2013 or yours ) and PW : ( math**** or yours )
)
)

3) Step 3: Click "New worksheet (i $J3AIE)" button.
4) Step 4: Define a matrix A in the first cell in rational (QQ) field.
A = matrix(QQ, 4, 4, [-18, -30,-30,-36,42,54,30,36,-6,-6,18,0,30,30,30,48]) and y = matrix(QQ, 4, 1, [-1, 0, 1, 2]

5) Step 5: Type a command to find augment matrix [A:y]  A.augment(y) and evaluate

6) Step 6: Type a command to find RREF(4) A.echelon_form() and evaluate.
7) Step 7: Type a command to find determinant of A Adet( and evaluate.
8) Step 8: Type a command to find inverse of A A.inverse() and evaluate.
9) Step 9: Type a command to find char. polynomial of A  A.charpoly() and evaluate.
10) Step 10: Type a command to find eigenvalues of A A.eigenvalues() and evaluate.
11) Step 11: Type a command to find eigenvectors of A A.eigenvectors_right() and evaluate.

13) Last step : Give 'print' command to see what you like to read.

Now we have some out from the Sage.

RREF(A4) = Identity matrix of size 4

det(4) = 248832

inverse(4) =

[ 177144 5/144 5/144 1/16]

[-11/144 1/144 -5/144 -1/16]

[ 172 1/72 1/18 0]

[ -5/144 -5/144 -5/144 1/48]

characteristic polynomial of (A4) = x™4 - 102#x~3 + 3528%x™2 - 50112#x + 248832

eigenvalues of A4 = { 48, 24, 18, 12}
eigenvectors = [(48, [(1, -1, 0, -1)], 1), (24, [(0, 1, -1, 0)], 1), (18, [(1, -1, 1, -D)], 1), (12, [(1, -1, 0, O)], 1)]

Write what (24, [(0, 1, -1, 0)], 1) means in eigenvectors of 4 :

24 : eigenvalue, [(0, 1, -1, 0)] : corresponding eigenvector , 1 : algebraic multiplicity of engenvalue 24 |,


http://math3.skku.ac.kr
http://math1.skku.ac.kr
http://sage.skku.edu
https://cloud.sagemath.com

V. Bpt x 5 = 15pt) Explain or give a sketch of proof.
1. If A=A, show that (/—24)=(/—24)"",
Show (7—24)(7—24) =T when A%= A

(I—2A4)I—2A4)=1—-24A—2A4+4A4°
=]-4A4+44=1 (= A*=A)

L (I-24) ' =(1-24) [ |

2. Show AR is invertible and (AB) '=B 'A~' when A4, B are invertible square matrices of order n.
(AB)(B~'A™Y)= A(BB~ A

=ALA '=44""=1,. |

3. Let A and 7 be nxn matrices. If A+ 7 is invertible, show that A(4+ 1) '=(A4+171) 'A4.
(A+T)A=A*+A=A(A+1T)

> (A+T) Y A+DAA+T) ' =(A+T) TAA+T)A+FT)Y (0 A+Tis invertible )

> AA+I) ' =MA4+1)14 [ ]

4. Show Wy={(z,, xy x3) | @, =z =a,} is a subspace of R?.

Show 1) Wy is closed under the vector addition.
2) Wy is closed under the scalar multiplication.

V x= (z,20,23), ¥ = (2p253;) €E W, kER

Dx+y= (o, ta, vtz a3+3) EWy (0 oz + 3, =20+ 25 = 75+ 3)
2) kx = (kzy, kzo, kzy) € W (v kxy = kay = kag)

Therefore, W is a subspace of R3. |

5. Show the following :

Let R"™ and R™ be vector spaces and 7" : R"> R™ be a linear transformation.
Then 7 is one-to—one if and only if ker 7= {0}.

() As YvEkerT, T(v)=0 =7(0) and 7 is one-to-one,

= v=0 . kerT={0}
(=) 1(v)=1Tlv,) = 0="T(,)— T(v,) = T(v,~v,)

= v,—v,EkerT={0} = v,=v,

T is one-to—one. |



VI. Participation and more (15pt) : Name:
<Fill this form, Print it, Bring it and submit it just before your Midterm Exam on AM 10:30, Oct. 20th)

1. (10pt) Participations

(1) QnA Participations Numbers <Check yourself> : each weekly (From Sat - next Friday)

Week 1 : 5 2 5 3 5 405
Week 5 : 5 6: 5 75 8:0)
Total# : (Q: Al )
Online Participation : 31 /33
Off-line Participation/ Absence : 12/ 13
(2) Your Special Contribution : including The number of your participations in Q&A with Finalized OK by SGLee (No. ), Your valuable
comments on errata (No. ) or shared valuable informations and others (No. )

(3) What are things that you have learned and recall well from the above participation?

2. (5pt) Project Proposal and/or Your Constructive suggestions

Title(Tentative), Goals and Objectives of your possible project:
*x Linear Algebra in ??7? Engneering **x*
< Some of you made a good Project Proposal but not in general. Need to improve.>
SKKU LA 2015 PBL XAl %3 by A & % http://youtu.be/hUDuQ8e8HsU
SKKU A& <=8 PBL ®1A %3 by <= http//youtu.be/woyS_EYWiDs
SKKU A&t4=8 PBL XA ppt 233 by =  http://youtu.be/E-5m65-8Ea8

Motivation and Significance of your possible project:
% My major and career x%x
Working Plan:
w6 Team with
Web Resources (addresses) / References (book etc) : o

AEgst 224 http//matrix.skku.ac kr/LinearAlgebra.htm

AGst AR wA A8 ¢ http//matrix.skku.ac kr/SKKU-LA-FL-Model/SKKU-LA-FL-Modelhtm

* AP est 43 S99 & T4 ¢ http/youtube/Mxple2Zzg-A
« st 2437 712 A5 http)//matrix.skku.ac.kr/2015-LA-FL/SKKU-LA-Model.pdf

http://matrix.skku.ac kr/2015-LA-FL/Linear-Algebra-Flipped-Class-SKKU.htm

(Sample: http://www.prenhall.com/esm/app/ph-linear/kolman/html/proj_intro.html

http://home2.fvee.edu/ dhicketh/LinearAlgebra/LinAlgStudentProjects.html

http://www.math.utah.edu/~gustafso/s2012/2270/projects.html

http://www2.stetson.edu/ mhale/linalg/projects.htm etc)

Etc: Write anything you like to tell me.


http://youtu.be/hUDuQ8e8HsU
http://youtu.be/woyS_EYWiDs
http://youtu.be/E-5m65-8Ea8
http://matrix.skku.ac.kr/LinearAlgebra.htm
http://matrix.skku.ac.kr/SKKU-LA-FL-Model/SKKU-LA-FL-Model.htm
http://youtu.be/Mxp1e2Zzg-A
http://matrix.skku.ac.kr/2015-LA-FL/SKKU-LA-Model.pdf
http://matrix.skku.ac.kr/2015-LA-FL/Linear-Algebra-Flipped-Class-SKKU.htm
http://www.prenhall.com/esm/app/ph-linear/kolman/html/proj_intro.html
http://home2.fvcc.edu/~dhicketh/LinearAlgebra/LinAlgStudentProjects.html
http://www.math.utah.edu/~gustafso/s2012/2270/projects.html
http://www2.stetson.edu/~mhale/linalg/projects.htm

Fall 2015, LA Final Comprehensive Exam dn class Exam: Solution) Sign
Course Linear Algebra GEDB Prof.
i Year Student No.
Major ~ _ Name
) (3r)
3% Notice

2. Honor Code: (A& FELIAl sie mot= Hxo| "F" Held

3. You can go out only after the permission from proctors.

S22 MESH o E[ASIAIZ| HiZHLCH)
4. You may use the following <Sage codes> in your answers.
http://matrix.skku.ac.kr/LinearAlgebra.htm

1. Fill out the above boxes before you start this Exam. ({1,

(L=l XAIZ 7] HMoll= TALE Htez Ltz 5 glen

http://matrix.skku.ac.kr/LA-Lab/

Total Score = 100 pt

0
A
do
rio
1o
m
ke
]
>
£

var(a, b, ¢, d)

eql=3*a+3*b==12
eq2=5*a+2*b==13
solve([eq1, eq2], a,b) # Solve eq's
A=matrix(QQ, 3, 3, [3, 0,0, 0, 0, 2, 0, 3, 4]);

# Define variables
# Define equation
# Define equation2

# Matrix

var('x, y') # Define variables

f = T*"2 + 4**y + 4*y~2-23 # Define a function
implicit_plot( f, (x, -10, 10), (y, -10, 10)) # implicit Plot
parametric_plot((xy), (t, -10, 10), rgbcolor="red’) # Plot
plot3d(y~2+1-x3-x, (x, -pi, pi), (y, -pi, pi)) # 3D Plot

x=vector([3, 1, 2])

# Define vector x

A=random_matrix(QQ,7,7) # random matrix of size 7 over Q

A.augment(x) # [A X F=random_matrix(RDF,7,7) # random matrix of size 7 over Q
A.echelon_form() # Find RREF P,LU=A.LU( (P: Permutation M. / L, U
A.inverse() # Find inverse print P, L, U

4 Fi .
A.de.tO. Fl.nd det.er.mlnant . hix, y, 2) = [x+2%y-z, y+2, x+y-2*2]
A.adjoint() # Find adjoint matrix T = linear_transformation(U, U, h) # LT.
A.charpoly() # Find charct. poly print T.kernel() # Find a basis for kernel(T)

A.eigenvalues() # Find eigenvalues C=column_matrix([x1, x2, x3])

D=column_matrix([y1, y2, y3])

A.eigenvectors_right() aug=D.augment(C, subdivide=True)

# Find eigenvectors

Arank( # Find rank of A Q=aug.rref() # Find a matrix representation of T.
A.right_nulli # Find nullity of A

right_nullity0 ] |n. nuitty o [G,mu]=A.gram_schmidt() # G-S
var('t) # Define variables B=matrix([G.row(i)/G.row(i).norm() for i in range(0,4)]); B #
x=2+2%t # Define a parametric eq. AH # conjugate transpose of A
y=-3"t-2 Ajordan_form() # Jordan Canonical Form of A
bool( A== B) # Are A and B same?

<Sample Sage Linear Algebra codes>

. (2pt x 15= 30pt) True(T) or False(F).

1. ( F ) An eigenvalue of A is the same as an eigenvalue of the reduced row echelon form of A. (not same)
2. (T ) For any nxn singular matrix 4 with n> 1, det(adj4)=det(4)" .
3.( T ) For y#0 and a non-trivial subspace W (of R") not containing y, the vector y —projy is orthogonal to W.
4. ( F ) If one replaces a matrix with its transpose, then the image, rank, and kernel may change, but the nullity does not change.
5.( T )If §'48x =Xx and x is a non-zero vector, then Sx is an eigenvector of A corresponding to .
6. ( T )If A=, is diagonalizable, then A should have n linearly independent eigenvectors.
7.0 F )Llet A=[AW A® .. 4] be a 4x6 matrix. If the columns of A spans a 4-dimensional subspace of R*,
then the set {4, A® ... 49} is linearly independent. (L. D. : 6 vectors in R*)
8 ( F )Ifu, ,u,v, ,v, are linearly independent vectors, then <u,, --,u, > n <v, -,v,> #{0}. (=1{0})
9. ( F ) The set ”ZS a—d:O} is a subspace of (M, +, - ). (not a subspace)

10. ( F ) The vectors x, = [(1] 8}7x2: [(1] (1)], X, = [1 1},){4: [? E] form a basis for (M, +, - ). (L.D. . x,+x, = x;)

10
11. ( F ) Let A be a square matrix. If A" = —A = tr(4)=0. (It is true when A" = A)
12. ( T ) Let A be a positive definite and symmetric matrix of order 3. Then <x,y > = x’Ay is an inner product on R?.
13. ( T ) If A is an nxn diagonalizable matrix with a diagonalizing matrix X, then the matrix ¥=(X"')” diagonalize 4.
14. ( F ) Every eigenvalue of a Hermitian matrix is purely imaginary. (a// real eigenvalues)
15. ( T ) If A is a square matrix, then A~ A is unitary diagonalizable.



http://matrix.skku.ac.kr/LinearAlgebra.htm
http://matrix.skku.ac.kr/LA-Lab

Il. (5*2pt = 10pt) Define and/or State :
X Choose 3 of the following.

Kernel, linearly independent, Cofactor expansion, Real orthogonal Matrix, one-to—one, onto,

Vector space (V, ® , - ), Hermitian matrix, Unitary matrix, Normal matrix, Inner product space

1. Definition [Kernel]

Let 7: R"> R™ be a linear transformation. The set of all vectors in
R", whose image becomes 0 by 7, is called kernel of 7 and is
denoted by ker7. That is, ker 7= {vER" | T(v)=0}.

Definition [onto]

For a transformation 7 : R"™ - R™, if there exist v€ER" for any

given we R™, such that 7(v)=w, then it is called onto (surjective).

[Cofactor expansion]

Let A be an n Xn matrix. For any i, j (1< 4, j< n) the following holds.
[Al=a, 4, +apd;y+--+a,4, (cofactor expansion along the ith row)
|Al=a,;A,;+ ay;Ay; 4+ +a,;A,; (cofactor expansion along the jth column)

J nj

2. Definition [Vector space]

If a set V(#¢) has two well-defined binary operations, vector addition
(A) “+° and scalar multiplication (SM) ‘- ', and for any x,y,z€V
and h, k€R, they are closed under vector addition and scalar
multiplication (i.e. satisfies two basic laws) and also satisfies 8
operational laws, then we say that the set V' forms a vector space
over R with the given two operations, and we denote it by (V, +, - )
(simply V if there is no confusion). Elements of V are called vectors.

3. [Normal matrix]

If matrix A€M, (C) satisfies AA'=A A, then A is called a normal matrix.

Definition [Inner product and inner product space]

The inner product on a real vector space V is a function assigning a pair of
vectors u, v to a scalar <u, v> satisfying the following conditions. (that is,
the function < , > : ¥V X V - R satisfies the following conditions.)

(1) <u,v>=<v,u> for every u,v in V.

2) <utv,w> = <u,w> + <v,w> for every u,v,w in V.
(3) <cu,v>=c<u,v> for every u,vin Vand ¢ in R.

(4) <u,u>2> 0; <u,u> =0¢ u=0 for every u in V.

The inner product space is a vector space V with an inner product
< u, v> defined on V.



X Choose 2 of the following.

Singular values of matrix 4, SVD, LDU and QR decomposition, Gram—Schmidt Orthonomalization process,

Wronski's Test, Quadratic form x” 4x, Least square solution, Pseudo—inverse, Schur's Theorem,

Jordan block, Generalized Eigenvector

4. [Singular values of matrix A4, the singular value decomposition (SVD) of 4]
Let A be an mXn real matrix. Then there exist orthogonal matrices U of order m and V of order n, and an m Xn

2,0\
010)_2' M

where the main diagonal entries of X, are positive and listed in the monotonically decreasing order, and O is a

matrix Y such that vtav= (

zero-matrix. That is,

oy olo - 0
oy } E0 . 0 VLT
A=UsvT=[uu, - uppy, - u, 8 o ‘2 J‘rg - E V2 . where ¢, > 0,2 -2 o, > 0.
00 = 010 0 vT
:0 :0 :0 } :0 :O

Equation (1) is called the singular value decomposition (SVD) of A. The main diagonal entries of the matrix X are called the
singular values of A. In addition, the columns of U are called the left singular vectors of A and the columns of V are called
the right singular vectors of A.

Definition [Pseudo-Inverse]

For an mxn matrix A, the nxm matrix A'=V5'U” is called a
pseudo-inverse of A4, where U, V are orthogonal matrices in the SVD of A
and X’ is

»to

=]
0 O

} (where ¥, is nonsingular).

5. [Schur's Theorem]

A square matrix A is unitarily similar to an upper triangular matrix whose main diagonal entries are the eigenvalues of
A. That is, there exists a unitary matrix U and an upper triangular matrix 7" such that
UAU=T=t,;]EM,(C), t,;=0(i > j),

where t,;'s are eigenvalues of A4.

[Jordan canonical form] (The Jordan Canonical Form (JCF) of a matrix A is a block diagonal matrix

composed of Jordan blocks, each with eigenvalues of A on its respective diagonal, 1's on its super-diagonal,

and 0's elsewhere.) Let A be an nxn matrix with ¢ (1 < ¢ < n) linearly independent eigenvectors. Then,
A 0

A is similar to a matrix J; = .

0 Jt nxn

where U'AU=J, for some unitary matrix /. Furthermore, we have

=~
I
-
e}
+
3
o
T
+
S
Il
3
—
A
ES
IA
&

where each J,, called a Jordan block, corresponds to an eigenvalue \; of A. The block diagonal

matrix J, is called the Jordan canonical form of A4 and each J, are called Jordan blocks of J,.



lll. (4pt x 7 = 28pts) Find : Fill the boxes

1. Find the distance D from the point P(3, —1,2) to the plane z+3y—22z—6=0.

BN Here, n=(1,3, —2),v=0P;— OP,=x—x, = 3, —1,2)— (21,91, 2,)

where z; + 3y, — 2z, — 6 =0, so

. E - n n (3*1‘,,*1*1/1,2*21)- (1,3, —2) (L3 2)
=pr = — = .3, —
P proj,v n - n 124324+ (72)2 ’
a3yt 22,4 6—4
- L (18-2)= —2=1(1,3,-2)
- _9) —(_2 _15 10
=132 = (-2 )
5 15 10 5y 14
T B (B SRR SR |
D = |lproj vl = 7 7 7 = 7 m
121 3 2
_ 1349 0 7 T e i .
2. Let A= 235 1 8| Then RREF of 4 is given as follows:
228—=35
100—1
010 1
001 0O
000 0
000 0
. . 1,0,0,—1), (0,1,0,1), (0,0,1,0 . . 2
Then a basis for the column space of A is { ) ( )i ( ) and nullity of A4 is |

3. Find coefficients a, b, ¢ of the parabolic equation y = a + bz + c2”® which passes through

a

111
m Let y=a + bx + cx? 3=a+b(1)+c(1)? . Vandermonde matrix is V:[124]. Vb
3=a+b(2)+c(2)? 139 c
5:a+b(3)+c(3)2
3 =31
1] Jiit 1 116 —62 _5 3
detV=1124|=|013|=8-6=2, V '=-—adj V= —|—-58 —3 2 2
139 [028 Vi 2 1 —21 1 1 1
2
Ans: y=5— 3z + 2 http://mathl.skku.ac.kr/home/pub/2475

the three points (1, 3 ), (2, 3 ), and (3, 5 ).

4. (1) Show that §={v,=(0,0,1,0),v,=(1,0,1,1),v;=(1,1,2,1)} C R* is linearly independent, and

(2) find its corresponding orthonormal set.

m (1) Let cpepes&R.
vy + eV, +egvy =0 = (0,0, 0, 0)

= (eytey ¢ e tey+2c, cotey)=0

cy,tes =0
= ¢ty +2c3=0
c; =0

cp=cy=c3=0

Since

, S is linearly independent.

(2) Using Gram-Schmidt orthonormal process,
=y, =v, =(00,1,0)

. AL 41
=y, =V, —proj e T Ve T ST =(1,0,1,1)~(0,0,1,0) = (1,0,0,1)
1
. V3 Y V3 o Y
= Y3 = V3 —DProj vy = vy — } 1y17 i 2Y2 = (171’271)7(0701270)7(1707071):(0717070)
b TEE iy ) FAK

Hence an orthonormal set corresponding to S, Z= {z,, z,, 23} is



http://math1.skku.ac.kr/home/pub/2475

5. For u,=(1,2), u,=(2,3), v,=(1,3), v,=(1,4), let a={u,u,}, #={v,,v,} be two ordered bases for R?2.

Find the transition matrix [7]3 and [7]%.

BN 0 r= 115 = (v, : vl ]

1211

ﬁ[“““’v“v?}:{m 34}

.10 3 5

= RREF form : [01 7172]

[3 5] l 2 5 l
p=l5=| 7172 and [7]]=pP '= "1 "3 B
22 2
6.1let A=1|2 1 —1|. Find a matrix P which is an orthogonally diagonalizing matrix A.

2—11

BN sy sage A=matri3, 3 122,221, -1, 2, -1, 1), print Aeigenvectors right0, @, [, 1, DL 1, @ [0, 1, D) 1, (2 (1, -1, D], 1)
Since P,(\)=IxI—A4l=(+2)(A—2)(A—4)=0, we obtain eigenvalues of 4 (\, =4, \, =2 and \; = —2).
The vector (2,1,1) is an eigenvector corresponding to A, =4, (0,1, —1) is an eigenvector corresponding to X, =2 and

(1, —1, —1) is an eigenvector corresponding to \; =—2. Hence the unitary (real orthogonal) matrix P is given by

2, L A IE]
V6 V3 3 3
1Lt 1 Ve V2 Y3 40 0
P= 6 V2 V3B 6 2 3 such that P74 P = (02 0 |.
11 1 V6 V2 VB 00—2
V6 V2 V3 6 2 3
(signs in col’s can be changed) u
11
7. Using SVD(Singular Value Decomposition), find a pseudo-inverse of 4= |0 1|, that has the full column rank.
10

m [We could also find it with A t= (4 TA)ilA T When 4 has a full column rank]

(But in general) We first compute the SVD of 4 (You may use http://matrix.skku.ac.kr/2014-Album/MC.html)

V6 0 B
. 3 NCERYS)
PR L e V6 V2 [\/50] 2 2
0 o) v 6 2 0o |lv2 V2
NCRYS) 2 2
6 2
1
Then A'=1[v, v,] ]1 u]T =
— | U2 V2 V2 V6 V6 V6
0y _ 1 — X — 2
|2 2 WO 3 6 6
2 2 V2 V2
M2 V2l g 1) 0 -2 M2
2 2 2 2
L _1 2
V2 oo/2 V6 V6 V6 _ 3 3 3 -
or | 22 TSO 3 6 6 ° 1 21
V2 V2o ] Y2 V2 3 3 3
2 2 2 2



http://matrix.skku.ac.kr/2014-Album/MC.html

IV. (12pts) Solve them with Python/Sage Codes.

2 -4 2 2
1. You did define a matrix A= :g _02 :1)) g and other works as following in a Sage Cell http://sage.skku.edu/.
-2 -6 3 7

And you found the following output. Please explain what you did in empty spaces as much as you can.

# Sage Cell http://sage.skku.edu/.
A=matrix(4, 4, [2, -4, 2,2, -2, 0,1, 3, -2, -2, 3,3, -2, -6, 3, 7])
#A = random_matrix(QQ, 7, 7) What this means? Generate the random 7x7 matrix in Q # mean Do not evaaluate
y = matrix(QQ, 4, 1, [-1, 0, 1, 2])
F= A.augment(y)
print F
print F.echelon_form()
print A.det()
print A.inverse()
print A.charpoly()
print A.eigenvalues()
print A.eigenvectors_right() What this means?
Find (right) eigenvalues (and eigenvectors of A including algebraic and geometric multiplicities of each eigenvalues.)
U = QQ"3
X, y, z = var(x, y, z')
h(x, y, 2) = [x+2*y-z, y+z, x+y-2*7]
T = linear_transformation(U, U, h) What this means? Define the linear transformation 7' : Q*— Q* by
print T.kernel() 7(x) = h(z,y,2)

xT1=vector([1, 2, 0]); x2=vector([1, 1, 1]); x3=vector([2,0,1])
x0=vector([1, 5 ,2])
C=column_matrix([x1, x2, x3])

y1=vector([4, -1, 3]); y2=vector([5, 5, 2]); y3=vector([6, 3, 3])
D=column_matrix([y1, y2, y3])

aug=D.augment(C, subdivide=True)

Q=aug.rref()

print Q

[G:mu]=A.gram_schmidt() # G-S
B=matrix([G.row(i)/G.row(i).norm() for i in range(0,4)]); B
print B

print A._transpose()

print AH # same as Finding A.conjugate_transpose()

print Ajordan_form()
var('x y")

Fox A2+ 4%ty + ARy A2+ 6*x+2%y-25
implicit_plot(f==0, (x,-10,10), (y,-10,10))

# var('t) # Define variables
# x=2+2%t # Define a parametric eq.
# y=-3*-2

# parametric_plot((x,y), (t, -10, 10), rgbcolor="red’) # Plot
[ANSWER: output]

[2-4 2 2-1]

[-2 01 3 0]

[-2-2 3 3 1]

[[2-6 3 7 2 What is this? Augmented matrix of the linear system Ax=y
[ 2 0 0 8 :-8]

[ 0 2 0 6 :-61]

[0 0 111 :-8]

[0 0 0 16 :-11


http://sage.skku.edu
http://sage.skku.edu

64 What is this? Determinant of 4

172 1/2 -1/4 -1/4]
1/4 5/8 -1/16 -5/16]

[
[
[ 14 1/8 7/16 -5/16]
[

/4 5/8 -5/16 -1/16] What this means? Inverse matrix of 4
XM - 12%M3 + 52*xA2 - 96*x + 64 What is this? Characteristic polynomial of A
[4, 4,2 2] What is this? Eigenvalues of A are 4 and 2.

(4 10, 1,1, 1,2, (2110 -1,1, O 12 0] 2)
What are the algebraic and geometric multiplicities of each eigenvalues?
Algebraic multiplicities of A; =4 are 2 and geometric multiplicities is 1.

Algebraic multiplicities of A\, =2 are 2 geometric multiplicities is 2.

Vector space of degree 3 and dimension 1 over Rational Field ~ What this means? Dimension of Ker7 is 1
Basis matrix:
[ 1-1/3 1/3] What this means? Ker7 ={t(1, —1/3,1/3) : t R}

[ 1 0 0]-1/2 32 -12]
[ 0 1 0] 0 2 1]
[ 0 0 1]12 -52 321 What this means? Let a = {x; x, x5} and 3= {y,, ¥, v3} be an ordered basis.

—1/2 3/2 1/2}
0 2 -1

Then the transition matrix from 3 to « is [1]§ =
1/2 —5/2 3/2

[ 1/7*sqrt(7) -2/7*sqrt(7) 1/7*sqrt(7) 1/7*sqrt(7)]
[ -8/47*sqrt(94/7) 2/47*sqrt(94/7) 5/94*sqrt(94/7) 19/94*sqrt(94/7)]
[ -19/67*sqrt(134/47)  -7/67*sqrt(134/47) 53/134*sqrt(134/47) -43/134*sqrt(134/47)]
[ -4*sqrt(1/67) -S*sqrt(1/67) -S*sqrt(1/67) -sqrt(1/67)]  What is this?
The rows of matrix B are orthonormal. vectors by Gram_Schmidt o.n. process.
[2-2-2-2]
[-4 0-2-6]
[2 1 3 3]
[2 3 3 7] What is this? This matrix is 47

[2-2-2-2]
[4 0-2-6]
[2 13 3]
[2 3 3 7] What is this? This matrix is A4~

(4 [T ]0]0]
[ - + -+ - +-]
[0 [4]0[0]
[ - + -+ -+ -]
[0l 0]2]0]
[ -+ -+ -+ -]
[

0] 0] 0 |2] What is this? This matrix is the Jordan Canonical form of A

10

What this means? The graph of quadratic curve f is parabola.




V. (5pt x 4 = 20pts) Give a sketch of proof : <Choose and mark only 4 of 6!!>

1. Show the set {1,z,2%,2"} is a linearly independent vectors in a polynomial space composed of all of polynomial that
have real coefficient and its degree is less than or equal to n.

2. How you are going to explain that if Av=Av and v#0, then

A" is an eigenvalue corresponding to the eigenvector v of A" for any positive integer .
3. Let the columns of A=, ., be linearly independent. Show that the set of column vectors in 474 form a basis for R".
4. 1f W, and W, are subspaces of a vector space V, show that W,n W, is a subspace of V.

5. Define a function <, > : R?xXR*-R by <u,v>=u’4v when 4= B i] Then the function is an inner product.

6. (Choose only one) Explain how you prove the Schur's Theorem

(or How to find the Jordan Canonical Form from the given Dot Diagram.)
Your Answers:

1. (Definition of L.I.)

If aytaw+ - +a,2"=0 forall z, (e px)=a;+az+ - +a,2"=0)
= aqy=a;==a, =0 (v if not plx)=ag+ax+ - +a,z"=0) # 0) (3 pt)

2 A1, 2z, 2%, 2"} is a set of linearly independent vectors. (2 pt) W
[Another Method]

PO N [
fileg) o f (@) (1] i ; : 1
o) o fa (@) v .
Wiz,) = fl: 0 : f': 0 =10 0 2 - z""'| #0 (is not always zero, not zero for some z)

(n—1) (n—1) oLl :
fi (zy) = [ () 00 -0 n!

2 A1,z 2%+, 2"} is a set of linearly independent vectors. (2 pt)  (by Wronski's Test,)

VI Sketch of Proof [ Show A*v = Av ]

Av=2Av => A2v=A(4v) = Mv=Xv => . = Afy=4U""Ty) = X 4v=\"v N

(Note: some of your proof using P~ A P = D may not working since the given matrix may not be diagonalizable.)

3. Hint : rank(4)= rank(474)

Since 474 is an nxn matrix and rank(4) =n=rank (474) (- the n column vectors of A€M, ., are linearly independent)

=> the n column vectors of 4 7A€ M, , are linearly independent vectors in R"

=> the set of n column vectors in 4 74 is linearly independent and spans R".

=> the set of column vectors in A 7A form a basis for R". | |

/R Sketch of Proof let x, y € W, N W, and k be a scalar. (2 step sub space test)

Since x, y € W, and W, is the subspace of V => x+yE W, and kx€ W,. (2 pt)

Since x, y € W, and W, is the subspace of V' => x+yE W, and kxE W,. (1 pt)

x+y € Win W, and kx& Win W, 2 pt)
Hence Win W, is a subspace of V. W

1

u v w
;3 Sketch of Proof Let u= V= [ l}y w= [ !
) V2 Wy

(1) <u,v>=u"Av=3u,v; + 2u,vy + 2uyv; + dugvy = v Au=< v,u>

and cER.

@) <utv,w>= (ut+v)Aw=uvTAw+vTdw=< u,w>+< v,w>
(3) <cu,v>=culdv=c<u,v>
<Part (4)> [Show <u,u> > 0 and <u,u> = 0 if and only if u =0 ]




‘ u 9 o 5 5
32} { 1] = 3u? + duyuy + 4ud = (u; +2uy)* +2u? 2 0 and

32 .
<u,u>:uTAu:uT{ ]u =[uy 1wy [24 "

24

(111+211,2)2+27Lf:uTAu: <uw,u> =0 ut2uy=0=u; & uy,=u, =0 & u= [8] .

Hence the function < , > is an inner product.

3 Sketch of Proof

Let A, Ay ... 5 A, be the eigenvalues of A. We prove this by mathematical induction. First, if n=1, then the statement holds

because A=|[\]. We now assume that the statement is true for any square matrix of order less than or equal to n—1.
@ Let x, be an eigenvector corresponding to eigenvalue A,.
@ By the Gram-Schmidt Orthonormalization, there exists an orthonormal basis for C " including x,,
say S={X;; 2y ...s Z,}.
® Since S is orthonormal, the matrix ;= [x; :z,: -~ :z,] is a unitary matrix. In addition,

since Ax, =\x,, the first column of Al is A\x,. Hence UO*(AUO) is of the following form:

where A€M, ;(C). Since I\, —Al=(A—=X;) \,_; — A,|, the eigenvalues of A, are Ay, A; ..., A

-

@ By the induction hypothesis, there exists a unitary matrix (716 M,_,(C) such that

A, *

[71*‘41&1 = :0 :

0 - A,

® Letting U, =
A *
. - 0N X
(GU)AGH) = 00400, = || ]
00 -« A,
Since U= U,U, is a unitary matrix, the result follows. H
(or LGS ) For A€ M,(C), let r; denote the number of dots in the jth row of the dot diagram of X,. Then, the

following are true.
(1) r,=n—rank(A—\1) .
(2) If j>1, r;=rank((A—X\71)"") — rank((4— X, 1)7).
For a 9X9 matrix A;, the number of Jordan blocks contained in A; is ! and the size of the Jordan blocks is completely determined

by pis Doy ..., p;. To see this, take [ =4 and p, =3, p, =3, p3 =2,p, =1. Then, following the sequence of block sizes,

Z 1 0]0 0 0 0 0 0]
04 1]0 0 0 0 0 0
0 0 4]0 0 0 0 0 0
0 0 0[4 1 00 0 0
4=/0 0 0|0 % 1|0 0 0
0 0 0[0 0 4]0 0 0
00 0 0 0 0f[4 1/0
00 0 0 0 0[0 2/0
0.0 0 0 0 0 0 0[2]

is uniquely determined. To find the dot diagram of A4;, since =4, p, =3, py =3, p; =2 and p, =1, the dot diagram of is:

e o o« (Number of Jordan blocks: 4)

.. (The End)



