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1. Linear Equations and Matrices.

Information in mathematics is often represented into rows and columns to form rectangular arrays. And
that form said to be “matrices”. We can learn in this chapter appropriate operations on the matrices. In
this section we discussed a method for solving some systems. The basic method for solving a system
of linear equations is to replace the given system by a new system.

Although the given system is changed by these operations, the new system has same solution. These
three operations are called elementary row operations. Using these operations, we can find solution
easier. And then we learned RREF and REF. These procedures are based on the idea of reducing
augmented matrix of a system. We can distinct theses two procedure. Producing a matrix in RREF is
called Gauss—Jordan elimination, and producing a matrix in REF is called Gaussian elimination. Important
thing in this chapter is LDU factorization. LDU factorization is simply factoring matrix into a lower
triangular and upper triangular. The advantage of this method is well suited for computers and many
computer programs. | think this chapter may seem to be easy, but actually not simple.

2. Determinant.

In this chapter, we learned the concept and properties of determinant. Determinant function has
important applications to the theory of linear system. By determinant test, we can find invertible matrix.
And this time we become understand very important list. Equivalent statements are very useful to solve
or prove some problems. And using Cramer’s rule, we can solve a linear system. This rule is useful for
studying properties of a system without the need for solving system.

3. Vector Space.

Definition of vector must satisfy eight rules. Simply there are the scalar multiplication and the sum. We
must keep in mind this concept. And there are other concepts in this chapter. The concept of
subspace, linear transformation, basis, linear (in)dependent, rank and nullity are important, too. According
to linearly independent, there are many theorems. For example, let = {vl,vz,,,.,v,} be a set of vectors

inR™. If »>=n, then S is linearly dependent. We can prove this theorem using homogeneous system of
nequations in the r unknowns.
Actually | learned many things through proving this problem.

P.115 Exercises3.23

Determine whether the fooling statement are true or false, and justify your answer.

(1) The set of all nxn matrices 4 such that 47=A4""' is a subspace of the vector space M, (R).
False

(2) If « and B are linearly independent subset of a vector space V, so is their union aUB. False

(38) If U and W are subspaces of a vector space V with bases a and 3 respectively, then the

intersection aN g is basis for UN W. False

(4) Let U be the row-echelon form of a square matrix A. If the first » columns of U are linearly
independent, so are the first » columns of 4. True

(5) Any two row—equivalent matrices have the same column space. True

(6) Let A be an mxn matrix with rank m. Then the column vectors of 4 span R™. True

(7) Let A be an mxn matrix with rank n. Then Ax=b has at most one solution. True

(8) If U is a subspace of V and x,y are vectors inV such that x+y is contained inU, then x€U ,
yEU. False

(9) Let U and V are vector spaces. Then U is a subspace of ¥V if and only if dimU < dim V. False
(10) For any mxn matrix 4, dimC(AH+dmNADH=m. True

(Sol)

(1) The set of all nxn matrices 4 such that 47=4"" is a subspace of the vector space M,,(R).
Let V={4aeM,  (R)A '=4a%cm, (R}

And let 4, BE V.

[Check the subsets are closed under the vector addition and scalar multiplication.]
First:

(A+B) HA 4B =4+ BT=(4+B)7T

LA+BEV

Second:

(kA) ' = %A’l but,

(kA)"=kAT.
kAL V
Therefore, the statement (1) is false. ||

(4) Let U be the row-echelon form of a square matrix A. If the first » columns of U are linearly
independent, so are the first » columns of 4.

Elementary row operations do not change the row space of a matrix and the nullspace of a matrix.

But, Elementary row operations can change the column space of matrix.

Suppose a matrix U results from performing an elementary row operation on an nxn matrix 4.

Then the two homogeneous linear system,

Ax=0 and Ux=0 have the same solution set.

Thus the first system has a non-trivial solution if and only if the same true of the second. But if the
column vectors of 4 and U, respectively, are

’

C:Cys..rc, and ¢, ey, .
Then the two system can be rewritten as
T0; txocy Tz, =0 (1)
and  z,¢, +xycy +oo+ e, =0 (2)
Thus (1) has a non-trivial solution for zy,z.,...,x, if and only if the same is true of (2).

This implies that the column vectors of 4 are linearly independent if and only if the same is true of U.
So we have the following result.

[If A4 and B are row equivalent matrices, then a given set of column vectors of A4 is linearly
independent if and only if the corresponding column vectors of B are linearly independent.]

Therefore, the statement (4) is true. | ]



(10) For any mxn matrix 4, dimc(4 D+ dmNA T =m.

Since dimC(47) =dimR(4)=dimC(4), we can get

dim (4 ")+ dimn (47

= dimC(4)+dimN(4 ")=m (By Rank Theorem)

dimC(A ") +dimN(A ) =m

Therefore the statement (10) is true. ]

Above problems help me more understand in matrix theory.

Moreover, the equivalent statements in preceding chapter are complemented. That statements is really
important key for proving theorems.

Through studying this chapter, | learned the matrix theory more deep.

4. Linear Transformation.

Linear transformation from one vector space to another has important applications in physics,
engineering and various fields in science. In this chapter, we learned basic properties of linear
transformation. Personally my most interest part of this lecture is linear transformation. We can find the
characteristic of vector spaces through the concept of kernel of nullity. Also we can study the equivalent
statements more. For instance, linear transformation is one-to-one if and only if the kernel of
transformation is 0, or if and only if the nullity if transformation is 0. There exist other amazing
properties according to linear transformation. | think these properties are awesome.

5. Inner product Spaces.

In this chapter, we learned a very simple and important theorem. That is Cauchy-Schwarz inequality.
Marvelous Cauchy—Schwarz inequality holds if and only if the vectors are linearly dependent. We can
search so many data about this rule on internet.

Cauchy-Schwarz Inequality in
Euclidean Space

v

w

This image can explain the principle of Cauchy-Schwarz inequality simply.
We can also learn projection and Gram-Schmidt process. Later we can find the solution of quadratic
form through this process.

6. Diagonalization.

Given nxn matrix 4, does there exist a basis for R" consisting of eigenvectors of A?

Given nxn matrix A4, does there exist an invertible matrix P such that P~ 'AP is a diagonal matrix?
These two problems seem different, but actually same. Thus, A has n linearly independent eigenvectors
if and only if 4 is diagonalizable.

So many theorems and definitions are logic. All of them is connected each other.
And these concepts of diagonalization and eigenvectors are used in many areas like economics,
geometry.

7. Complex Vector Space.
In this chapter we develop the basic properties of vector spaces with complex scalars.

8. Jordan Canonical Forms.
in this section, mathematic is very useful. Some calculation is too complex, so spend many time.
Jordan Canonical Forms is special type of block matrix in which each block consists of Jordan blocks.

9. Quadratic Forms.
Studying this chapter, | become proficient at Mathematica.
When | solving problem like this, Mathematica is really useful.

P323. Problem 9.1
Find the symmetric matrices representing the quadratic form.

(1) 927 — 22 +4a3 + 61,7, — 82,7, + 27524,
(2) zyxytayzy + oy,

(3) 22 +a5—al—at 42z, — 102,23, + 4,7,

[Solution]
9 3 —4]|*%
(1) 92 — a5 +4a3 + 62,3, — 83,25 + 2101, = |1, 2y 23| 3—1 1|z,
—4 1 4|
9 3—4
3—1 1
—4 1 4

infaj= ContourPlot3D[93*2 - ¥*2+ 4224+ 6Xny - 8Xwz+2ynz, {x, -100, 100},
¥, -100, 100}, {z, -100, 100}, PlotRange — Automatic]
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InF1}= ContourPlot3D[x=y + %+ z+¥+z, {x, -1000, 1000}, {¥, 1000, 1000},
¢z, -1000, 1000}, PlotRange — Rutomatic]

Oulil=

Quadratic form also has many applications. To solve the quadratic form problem, we use the concepts
of preceding chapters. We have to find eigenvalues, diagonalize the matrix, and find unit vectors by
Gram—-Schmidt process.
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To solve Exercises3.23 and Exercises4.32, | spend lot of time thinking about it.
Although that statements are simple, but it was a challenge.

(2) B89 2ol MT 1-9%< cover A w7 =7 29

This semester when | was learning Matrix theory, | found out that this subject is pretty much hard.
Actually, | realized that mathematics is not easy at all. | am a senior who is looking for graduation very
soon, but still | find some unfamiliar orthography and proving problems. Usually mathematics is thought
as logical studies. But what happens when others does not understand my own proving progresses? The
progress might be useless, if | cannot make others understand my knowledge easy.

We are living in high—technology world. One can read research papers from other countries online, and
exchange information at real time. By the world—wide-web, people exchange enormous amount of
information that one cannot imagine. For instance, if one searches Gram—Schmidt process on Google,
one can find not only definition of it but also examples and a lot of information about it.

Most of all, | think creating correct information is more important than searching correct information. In
this class | learned how to make correct information, and realized that mathematics is not listing of facts
it is logical studies. | appreciate my professor to give us this useful information during this semester.
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